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A Brief Introduction to Riemannian Optimization

Iterations on the Manifold

Problem: Given 𝑓𝑓(𝑥𝑥):ℳ → ℝ, solve
min
𝑥𝑥∈ℳ

𝑓𝑓(𝑥𝑥)

where ℳ is a Riemannian manifold(リーマン多様体).

Euclidean constrained problem ⇒Riemannian unconstrained problem

Riemannian manifold = manifold(多様体) + Riemannian metric(リーマン計量). 
①Manifold is a set that can be locally linearized.

𝑇𝑇𝑥𝑥ℳ is tangent space at 𝑥𝑥.
𝜉𝜉 ∈ 𝑇𝑇𝑥𝑥ℳ is tangent vector at 𝑥𝑥.

②A Riemannian metric, 𝑔𝑔, is an inner 
product on each tangent space.

E.g.           min
𝑥𝑥∈ℝ𝑛𝑛

𝑓𝑓 𝑥𝑥 s.t. 𝑥𝑥⊤𝑥𝑥 = 1 ⇒ min
𝑥𝑥∈𝕊𝕊𝑛𝑛−1≔{𝑥𝑥∈ℝ𝑛𝑛:𝑥𝑥⊤𝑥𝑥=1}

𝑓𝑓(𝑥𝑥)

Unit sphere,𝕊𝕊𝑛𝑛−1,  is a Riemannian manifold.
• n=2, a circle;
• n=3, a sphere.

Applications
Compute the single extreme eigenvalue or singular value. 

For a symmetric matrix 𝐴𝐴 ∈ Sym(𝑛𝑛), we have
the smallest eigenvalue of 𝐴𝐴 = min

𝑥𝑥∈𝕊𝕊𝑛𝑛−1
𝑥𝑥𝑇𝑇𝐴𝐴𝑥𝑥.

Similarly, for a matrix 𝑀𝑀 ∈ ℝ𝑚𝑚×𝑛𝑛 , we have
the largest singular value of 𝑀𝑀 = max

𝑥𝑥∈𝕊𝕊𝑚𝑚−1,𝑦𝑦∈𝕊𝕊𝑛𝑛−1
𝑥𝑥𝑇𝑇𝑀𝑀𝑀𝑀.

 Unit sphere manifold, 𝕊𝕊𝑛𝑛−1 ≔ 𝑥𝑥 ∈ ℝ𝑛𝑛:∥ 𝑥𝑥 ∥2= 1 .
 𝕊𝕊𝑚𝑚−1 × 𝕊𝕊𝑛𝑛−1 is a product manifold.

Sparse PCA . We want to to find principal eigenvectors with 
few nonzero elements:

min
𝑥𝑥∈St(𝑝𝑝,𝑛𝑛)

− trace 𝑋𝑋⊤𝐴𝐴⊤𝐴𝐴𝑋𝑋 + 𝜌𝜌 ∥ 𝑋𝑋 ∥1.

where ∥ 𝑋𝑋 ∥1≔ ∑𝑖𝑖𝑖𝑖 𝑋𝑋𝑖𝑖𝑖𝑖 and 𝜌𝜌 > 0 is a parameter.

 Stiefel manifold, St 𝑝𝑝,𝑛𝑛 ≔ 𝑋𝑋 ∈ ℝ𝑛𝑛×𝑝𝑝 ∣ 𝑋𝑋𝑇𝑇𝑋𝑋 = 𝐼𝐼𝑝𝑝 .

 Grassmann manifold ---- Set of all 𝑝𝑝−dimensional subspaces
of ℝ𝑛𝑛. Applications: dimension reduction problems.

Low-Rank Matrix Completion. We want to recover a low-
rank matrix 𝑀𝑀 by

min
𝑋𝑋

rank 𝑋𝑋 s.t. 𝑋𝑋𝑖𝑖𝑖𝑖 = 𝑀𝑀𝑖𝑖𝑖𝑖 , 𝑖𝑖, 𝑗𝑗 ∈ 𝛺𝛺.

If rank(𝑀𝑀) = 𝑟𝑟 is known, an alternative model is

min
𝑋𝑋∈Fr(𝑚𝑚,𝑛𝑛,𝑟𝑟)

�
(𝑖𝑖,𝑖𝑖)∈𝛺𝛺

𝑋𝑋𝑖𝑖𝑖𝑖 − 𝑀𝑀𝑖𝑖𝑖𝑖
2 .

 Fixed rank manifold, Fr 𝑚𝑚,𝑛𝑛, 𝑟𝑟 ≔ 𝑋𝑋 ∈ ℝ𝑚𝑚×𝑛𝑛: rank(𝑋𝑋) = 𝑟𝑟 .

Libraries of Riemannian Optimization

Other manifolds:
• Oblique manifold,  𝑋𝑋 ∈ ℝ𝑚𝑚×𝑛𝑛: diag(𝑋𝑋𝑇𝑇𝑋𝑋) = 𝐼𝐼𝑛𝑛 .

• Generalized Stiefel manifold,  𝑋𝑋 ∈ ℝ𝑛𝑛×𝑝𝑝:𝑋𝑋⊤𝐵𝐵𝑋𝑋 = 𝐼𝐼𝑝𝑝 for some 𝐵𝐵 ≻ 0.

• Manifold of symmetric positive semidefinite, fixed-rank with unit diagonal, 
{𝑋𝑋 ∈ ℝ𝑛𝑛×𝑛𝑛:𝑋𝑋 = 𝑋𝑋⊤ ≽ 0, rank(𝑋𝑋) = 𝑘𝑘,

}diag(𝑋𝑋) = 1 .

• And many more.
List of Riemannian methods (2002∼):
• Steepest decent

• Newton

• trust region

• adaptive cubic overestimation

• conjugate gradient

• Quasi-Newton (BFGS)

• ADMM

• proximal gradient

• stochastic algorithms

• and many more.

Available solvers:
• Manopt (for Matlab, Python, 

Julia)

• McTorch (Riemannian 
optimization for deep learning)

Monographs:
• Optimization algorithms on 

matrix manifolds

• An introduction to 
optimization on smooth 
manifolds 

• Riemannian Optimization and 
Its Applications 

Survey:
• A brief introduction to manifold optimization 

Current  Research— Interior Point Methods for Manifolds

Euclidean Iterations:
𝑥𝑥𝑘𝑘+1 = 𝑥𝑥𝑘𝑘 + 𝛼𝛼𝑘𝑘𝑑𝑑𝑘𝑘

This iteration is implemented in numerous ways, e.g.:
• Steepest descent: 𝑥𝑥𝑘𝑘+1 = 𝑥𝑥𝑘𝑘 − 𝛼𝛼𝑘𝑘∇𝑓𝑓 𝑥𝑥𝑘𝑘 .
• Newton method: 𝑥𝑥𝑘𝑘+1= 𝑥𝑥𝑘𝑘 − 𝛼𝛼𝑘𝑘[∇2𝑓𝑓 𝑥𝑥𝑘𝑘 ]−1∇𝑓𝑓 𝑥𝑥𝑘𝑘 .

Riemannian Manifolds 
Provide:

① directions and movement 
on manifold.

② Riemannian gradient and 
Hessian.

① Moving on a manifold — retractions 
• Any tangent vector 𝜉𝜉 means a valid direction at point 𝑥𝑥.

• A retraction 𝑅𝑅 yields a map 𝑅𝑅𝑥𝑥:𝑇𝑇𝑥𝑥ℳ →ℳ for any 𝑥𝑥.
• Given a tangent vector 𝜉𝜉 at 𝑥𝑥, 𝛼𝛼 ↦ 𝑅𝑅𝑥𝑥 𝛼𝛼𝜉𝜉 defines a curve in this direction.

② Riemannian gradient — an intuitive definition
• The Riemannian gradient, grad𝑓𝑓(𝑥𝑥), is the tangent vector at 𝑥𝑥 and is approximately 

perpendicular to the contour line of 𝑓𝑓 on the surface.

a) −grad𝑓𝑓 𝑥𝑥 is the direction 
of steepest descent at 𝑥𝑥;

b) If 𝑥𝑥∗ is a local minimizer, then
grad𝑓𝑓 𝑥𝑥∗ =0.

A vector field 𝐹𝐹 on ℳ is an assignment of a tangent 
vector to each point in 𝑀𝑀.
• grad𝑓𝑓 is a special vector field on ℳ.

We try to solve Riemannian constrained 
optimization problem

where 𝑓𝑓:𝕄𝕄 → ℝ,ℎ:𝕄𝕄→ ℝ𝑙𝑙, and 𝑔𝑔:𝕄𝕄 → ℝ𝑚𝑚.

Applications:
1. Nonnegative PCA: min𝑋𝑋∈ℝ𝑛𝑛×𝑝𝑝 − tr 𝑋𝑋⊤𝐴𝐴𝐴𝐴⊤𝑋𝑋 s.t. 𝑋𝑋⊤𝑋𝑋 = 𝐼𝐼𝑝𝑝 ,𝑋𝑋 ≥ 0;

2. Subproblem of K-indicators model for Data Clustering;
3. Minimum Balanced Cut for Graph Bisection;
4. And many more.

Optimal conditions in Riemannian 
version: KKT conditions

Few existing Riemannian algorithms!
1. Augmented Lagrangian Method .
2. Exact Penalty Method .
3. Sequential Quadratic Method 
4. Why not Interior Point Method?
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